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1. Introduction

Two-step nilpotent Lie groups endowed with a left invariant metric, often called two-step homogeneous nilmanifolds have been studied intensively in the last twenty years. These spaces play an important role in Lie groups, geometrical analysis and mathematical physics. A special class of two-step homogeneous nilmanifolds are Heisenberg groups. The Heisenberg groups play a crucial role in theoretical physics, and they are well understood from the viewpoint of sub-Riemannian geometry. These groups arise in the description of one-dimensional quantum mechanical systems more generally, one can consider Heisenberg groups associated to n-dimensional systems, and most generally, to any symplectic vector space.

J. Lauret classified all homogeneous nilmanifolds of dimension 3 and 4, up to isometry in [1]. He also, studied the structure of specific 5-dimensional two-step nilmanifolds with 2-dimensional center. Then, simply connected two-step nilpotent Lie groups of dimension five equipped with left invariant Riemannian metrics are classified by S. Homolya and O. Kowalski in [2]. Due to the importance of such spaces, in [3] the moduli space of metric 2-step nilpotent Lie algebras of dimension up to 6 had
been described.

As we already have noticed that Lie groups provide convenient example of manifolds whose geometry can be studied relatively easily, this makes Lie groups useful as spaces on which to test many geometric conjectures. In [4] G. Walschap explored some geometric properties of Lie groups admitting a special geometric vector field. One-harmonic invariant vector fields on three-dimensional Lie groups are studied in [5]. In this paper, we examine some geometric vector fields, such as Killing fields, conformal vector fields, projective vector fields, harmonic vector fields and concurrent vector fields on five dimensional homogeneous nilmanifolds.

2. Preliminaries

Suppose $N$ is a simply connected five-dimensional two-step nilpotent Lie group endowed with a left-invariant Riemannian metric $g$ on $N$, which corresponds to an inner product $\langle , \rangle$ on the Lie algebra $\mathfrak{n} = T_eN$ of $N$. As mentioned in the introduction, $(N, g)$ is called a simply connected five-dimensional two-step homogeneous nilmanifold. Since, $N$ is simply connected, so the exponential mapping $\exp : \mathfrak{n} \rightarrow N$ is a diffeomorphism and we need not make distinction automorphisms of $\mathfrak{n}$ and those for $N$.

Note that, a Lie algebra $\mathfrak{n}$ is said to be two-step nilpotent if $[\mathfrak{n}, \mathfrak{n}], 0$ but $[\mathfrak{n}, [\mathfrak{n}, \mathfrak{n}]] = 0$.

From now we consider $N$ is a simply connected two-step nilpotent Lie group of dimension five and $\mathfrak{n}$ is its Lie algebra. In order to examine geometric vector fields on these spaces we recall the classification of these spaces which is given in [2] and their invariant Christoffel symbols which are given in [6].

Case 1: Lie algebras with one dimensional center: In this case there exist an orthonormal basis $\{e_1, e_2, e_3, e_4, e_5\}$ of $\mathfrak{n}$ such that

$$[e_1, e_2] = \lambda e_5, \quad [e_3, e_4] = \mu e_5, \quad (2.1)$$

where, $\{e_5\}$ is a basis for the center of $\mathfrak{n}$, and $\lambda \geq \mu > 0$. Also, it is considered that the other commutators are zero. Moreover, the non-zero Christoffel symbols components are given by

$$\Gamma^5_{12} = \frac{-\lambda}{2}, \quad \Gamma^5_{13} = \Gamma^2_{51} = \frac{-\lambda}{2},$$

$$\Gamma^1_{25} = \Gamma^5_{32} = \frac{\lambda}{2}, \quad \Gamma^3_{34} = -\Gamma^5_{43} = \frac{\mu}{2},$$

$$\Gamma^3_{35} = \Gamma^4_{33} = \frac{-\mu}{2}, \quad \Gamma^3_{45} = \Gamma^3_{54} = \frac{\mu}{2}. \quad (2.2)$$

Case 2: Lie algebras with two dimensional center: In this type, $\mathfrak{n}$ admits an orthonormal basis $\{e_1, e_2, e_3, e_4, e_5\}$ such that

$$[e_1, e_2] = \lambda e_4, \quad [e_1, e_3] = \mu e_5, \quad (2.3)$$

where, $\{e_4, e_5\}$ is a basis for the center of $\mathfrak{n}$, the other commutators are zero and $\lambda \geq \mu > 0$. Moreover, the non-zero Christoffel symbols components are given by

$$\Gamma^4_{12} = \frac{-\lambda}{2}, \quad \Gamma^5_{13} = \Gamma^2_{31} = \frac{\lambda}{2},$$

$$\Gamma^4_{14} = \Gamma^4_{41} = \frac{-\lambda}{2}, \quad \Gamma^3_{15} = \Gamma^3_{51} = \frac{-\mu}{2}.$$
\[ \Gamma^i_{24} = \Gamma^i_{42} = \frac{\lambda}{2}, \quad \Gamma^i_{35} = \Gamma^i_{53} = \frac{\mu}{2}. \]  

(2.4)

**Case 3: Lie algebras with three dimensional center:** The Lie algebra structure of this case is as follows. The Lie algebra, \( \mathfrak{n} \) admits an orthonormal basis \( \{e_1, e_2, e_3, e_4, e_5\} \) such that for \( \lambda > 0 \)

\[ [e_1, e_2] = \lambda e_3, \]  

(2.5)

where, \( \{e_3, e_4, e_5\} \) is a basis for the center of \( \mathfrak{n} \), the other commutators are zero. Moreover, the non-zero Christoffel symbols components are given by

\[ \Gamma^i_{12} = -\Gamma^i_{21} = \frac{\lambda}{2}, \quad \Gamma^i_{13} = \Gamma^i_{23} = -\frac{\lambda}{2}, \quad \Gamma^i_{123} = \frac{\lambda}{2}. \]  

(2.6)

3. Geometric vector fields

In this section, we will look at some geometric vector fields on a manifold with a linear connection. These concepts are needed at the next section. For details on most of the ideas will touch on here, you can consult [7].

3.1. Killing vector field

**Definition 3.1.** A vector field \( X \) on a Riemannian manifold \((M, g)\) is said to be a Killing field if and only if \( \mathcal{L}_X g = 0 \), where, \( \mathcal{L}_X \) stands for the Lie derivative with respect to \( X \).

In particular, a Killing field is divergence free and we have the following equation which is known as Killing’s equation.

\[ \langle \nabla_U X, V \rangle + \langle U, \nabla_V X \rangle = 0, \quad \forall U, V \in X(M). \]

Above definition shows that a Killing vector field on a Riemannian manifold \((M, g)\) preserves the metric. In fact, Killing fields are the infinitesimal generators of isometries; that is, flows generated by Killing fields are isometries of the manifold. More simply, the flow of a Killing filed generates a symmetry, in the sense that moving each point on an object the same distance in the direction of the Killing vector will not distort distances on the object. Also, a typical use of Killing fields is to express a symmetry in space-time manifolds.

3.2. Harmonic vector field

One of the most important operators determined by a Riemannian metric is Laplace-Beltrami operator. The kernel of this second-order differential operator is related to De Rham cohomology of the underlying manifold. We define this operator and introduce the notion of harmonic vector fields in what follows.

The div operator on the space of covariant tensor fields on a Riemannian manifold \((M, g)\) maps the subspace \( A^p(M) \) of differential \( p \)-form to the subspace \( A^{p-1}(M) \). The restriction of div operator to \( A(M) \) the algebra of differential forms on \( M \) is important and is denoted by a special symbol.
Definition 3.2. Define $\delta(\omega) = -\text{div}(\omega)$, for $\omega \in A(M)$.

Definition 3.3. Suppose that $d$ is the exterior derivative operator, we define the Laplace-Beltrami (or Laplacian) operator $\triangle : A^p(M) \rightarrow A^p(M)$ by
$$\triangle(\omega) = (d \circ \delta + \delta \circ d)(\omega).$$

We say a $p$-form is harmonic if it is in the kernel of $\triangle$.

Definition 3.4. A vector field $X$ in a Riemannian manifold $(M, g)$ is called harmonic if the metric dual 1-form $X^\flat = g(X, \cdot)$ is harmonic.

3.3. Conformal vector field

Killing vector fields preserve the metric, so it is natural to ask is there some vector fields on a Riemannian manifold which preserve the metric up to a constant factor. This question leads us to the notion of conformal vector fields.

Definition 3.5. Riemannian metrics $g_1$ and $g_2$ on a manifold $M$ is said to be conformally equivalent if there exists $f \in C^\infty(M)$ such that $g_2 = f g_1$.

Let $g_1$ and $g_2$ be conformally equivalent metrics on $M$, then one can easily check that for each $p \in M$, $g_1$ and $g_2$ induces the same angle measure on $T_p M$. Conversely, an angle measure determines a conformal equivalence class of inner product on $T_p M$.

Definition 3.6. A diffeomorphism $f : (M, g) \rightarrow (M, g)$ on a Riemannian manifold $M$ is said to be conformal transformation on $M$ if $f^*(g)$ is conformally equivalent to $g$.

Definition 3.7. A vector field $X$ on a Riemannian manifold $(M, g)$ is said to be conformal vector field if whose local 1-parameter groups consists of local conformal maps.

According to above definition, conformal vector fields are the infinitesimal generators of conformal transformations. An isometric map of Riemannian manifolds is a conformal map. Also, Killing fields of a Riemannian manifold are conformal vector fields. In fact, conformal vector fields are generalization of Killing fields.

It is proven that the group of all conformal transformations of a connected Riemannian manifold is a Lie group and its Lie algebra is isomorphic to Lie algebra of complete conformal vector fields on $M$. We will need the following proposition in the next section.

Proposition 3.8. [7] The following statements are equivalent for a vector field $X$ on a Riemannian manifold $(M^n, g)$:

(i) $X$ is a conformal field,
(ii) $\mathcal{L}_X g = 2h g$ for some $h \in C^\infty(M)$,
(iii) $\mathcal{L}_X g = \frac{2\text{div}(X)}{n} g$.

Affine and Projective Vector Field

Definition 3.9. A map $f : (N, \nabla^N) \rightarrow (M, \nabla^M)$ of manifolds with linear connections is called affine if
$$f^* \nabla^N Y = \nabla^M f_* X, \quad X, Y \in X(M).$$

An Affine transformation of $(M, \nabla)$ is an affine diffeomorphism of $M$. 
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Definition 3.10. An affine vector field on a Riemannian manifold \((M, g)\) is an element \(X \in \mathfrak{X}(M)\) such that the local 1-parameter group of \(X\) consists of local affine maps of \((M, \nabla)\), where, \(\nabla\) is the Levi-Civita connection of \(M\).

Affine vector fields preserve the geodesic structure of semi-Riemannian manifolds whilst also preserving the affine parameter. There exists another smooth vector field on a semi-Riemannian manifold whose flow preserves the geodesic structure without necessarily preserving the affine parameter of any geodesic. In fact, the flow of a projective field maps geodesics smoothly into geodesics without preserving the affine parameter.

Definition 3.11. A map \(f : (N, \nabla^N) \rightarrow (M, \nabla^M)\) of manifolds with torsion-free connections is called projective if for each geodesic \(\gamma\) of \(\nabla^N\), \(f \circ \gamma\) is a reparametrization of a geodesic of \(\nabla^M\). A projective transformation of \((M, \nabla)\) is a diffeomorphism \(f : (M, \nabla) \rightarrow (M, \nabla)\) which is projective.

Similar to previous definitions, we can define projective vector field as follows.

Definition 3.12. A vector field \(X\) on a Riemannian manifold \((M, g)\) with associated Levi-Civita connection \(\nabla\) is projective if its local 1-parameter group consists of local projective transformations.

We shall use the following proposition in the next section to determine all projective vector fields on simply connected two-step homogeneous nilmanifolds of dimension 5.

Proposition 3.13. [7] A vector field \(X\) on a Riemannian manifold \((M, g)\) is projective if and only if there exists \(\alpha \in A^1(M)\) which will be called the associated 1-form, such that
\[
(\mathcal{L}_X \nabla)(U, V) = \alpha(U)V + \alpha(V)U,
\]
where, \(\nabla\) is the Levi-Civita connection of the meter \(g\). Furthermore, \(X\) is affine if and only if \(\alpha = 0\).

3.4. Concurrent vector field

It was proved in [8] that if the holonomy group of a Riemannian \(n\)-manifold \((M, g)\) leaves a point invariant, then there exists a vector field \(X\) on \(M\) which satisfies
\[
\nabla_Y X = Y
\]
for any vector field \(Y\) on \(M\), where \(\nabla\) denotes the Levi-Civita connection of \(M\).

Definition 3.14. A vector field \(X\) on a Riemannian Manifold \((M, g)\) is called concurrent vector field if for each vector field \(Y\) on \(M\) satisfies the following equation.
\[
\nabla_Y X = Y,
\]
where \(\nabla\) denotes the Levi-Civita connection of \(M\).

Geometry of such vector fields have been studied by many mathematicians (see [9–11]). In [12] a complete classification of Ricci solitons with concurrent potential field is done. Concurrent vector fields have also been studied in Finsler geometry since the beginning of 1950s (see [13, 14]). In the next section we show there is no concurrent vector field on simply connected two-step homogeneous nilmanifolds of dimension 5.
4. Main results

In this section we present our main results on two-step homogeneous nilmanifolds of dimension 5.

**Theorem 4.1.** There is not any left-invariant concurrent vector field on two-step homogeneous nilmanifolds of dimension 5.

**Proof.** Suppose that $X \in \mathfrak{n}$ is a left-invariant vector field on $N$ which is concurrent with respect to Levi-Civita connection. We prove the theorem in separately the cases where the dimension of center is 1, 2 or 3.

**Case 1:** Let $X = \sum_{i=1}^{5} a_i e_i$ is a concurrent vector field, then

$$
\nabla_{e_5}X = e_5, \quad \nabla_{e_1}X = e_1.
$$

According to (2.2), we can write

$$
e_5 = \frac{\lambda}{2} (a_2 e_1 - a_1 e_2) + \frac{\mu}{2} (a_4 e_3 - a_3 e_4),
$$

$$
e_1 = \frac{\lambda}{2} (a_2 e_5 - a_5 e_2).
$$

Because $\{e_i\}_{i=1}^{5}$ is independent, therefore $a_i = 0$ for $1 \leq i \leq 5$ which gives us the contradiction $X = 0$.

**Case 2:** In this type consider the vector field $X = \sum_{i=1}^{5} a_i e_i$ to be concurrent with respect to the Levi-Civita connection, then

$$
\nabla_{e_1}X = e_1, \quad \nabla_{e_2}X = e_2,
$$

but, according to (2.4), we have

$$
e_1 = \frac{\lambda}{2} (a_2 e_4 - a_4 e_2) + \frac{\mu}{2} (a_3 e_5 - a_5 e_3),
$$

$$
e_2 = \frac{\lambda}{2} (a_4 e_1 - a_1 e_4).
$$

Since $\{e_i\}_{i=1}^{5}$ is independent, therefore $a_i = 0$ for $1 \leq i \leq 5$ which gives us the contradiction $X = 0$.

**Case 3:** Let $X = \sum_{i=1}^{5} a_i e_i$ be an arbitrary vector field on $N$. By (2.6), we have

$$
\nabla_{e_5}X = 0.
$$

Hence, in this type, there is not any concurrent vector field on $N$. \qed

Notice that if a left-invariant vector field $X = \sum_{k=1}^{n} a_k e_k$ on $(N, \nabla)$ is projective vector field then there exists a functional $f \in \mathfrak{n}'$ (here, $\mathfrak{n}'$ shows the dual space of $\mathfrak{n}$), such that

$$
(L_X \nabla)(e_i, e_j) = f(e_i)e_j + f(e_j)e_i.
$$

Since, $\mathfrak{n}$ is two-step nilpotent Lie algebra, easy computation shows that

$$
(L_X \nabla)(e_i, e_j) = \sum_{k,l=1}^{5} a_k \Gamma^l_{ij}[e_k, e_l].
$$
Theorem 4.2. Denote by \( \mathfrak{h} \) the center of \( \mathfrak{n} \). Each left-invariant projective vector field \( X \in \mathfrak{n} \) is affine and \( X \) is affine if and only if \( X \in \mathfrak{h} \).

**Proof.** Suppose that \( X \) is a left-invariant projective vector field on \( N \). We prove the theorem in separately the cases where the dimension of center is 1, 2 or 3.

**Case 1:** Let \( X = \sum_{i=1}^{5} a_i e_i \) is an invariant projective vector field, then according to (2.1) we can write,

\[
(\mathcal{L}_X \nabla)(e_i, e_j) = (a_1 \lambda \Gamma_{ij}^2 - a_2 \mu \Gamma_{ij}^2 + a_3 \mu \Gamma_{ij}^3) e_5.
\]

The formulas (2.2) show that

\[
(\mathcal{L}_X \nabla)(e_1, e_5) = -a_1 \frac{\lambda^2}{2} e_5, \quad (\mathcal{L}_X \nabla)(e_2, e_5) = -a_2 \frac{\lambda^2}{2} e_5,
\]

\[
(\mathcal{L}_X \nabla)(e_3, e_5) = -a_3 \frac{\mu^2}{2} e_5, \quad (\mathcal{L}_X \nabla)(e_4, e_5) = -a_4 \frac{\mu^2}{2} e_5.
\]

So, \( f \in \mathfrak{n}^* \) must satisfy

\[
f(e_1) = -a_1 \frac{\lambda^2}{2}, \quad f(e_2) = -a_2 \frac{\lambda^2}{2},
\]

\[
f(e_3) = -a_3 \frac{\mu^2}{2}, \quad f(e_4) = -a_4 \frac{\mu^2}{2}, \quad f(e_5) = 0.
\]

But, we also have

\[
0 = (\mathcal{L}_X \nabla)(e_1, e_2) = f(e_1) e_2 + f(e_2) e_1,
\]

\[
0 = (\mathcal{L}_X \nabla)(e_3, e_4) = f(e_3) e_4 + f(e_4) e_3.
\]

Because \( e_i \)s are independent, therefore we have \( a_1 = a_2 = a_3 = a_4 = 0 \) and \( f \) is identically zero.

**Case 2:** In this case, suppose that \( X = \sum_{i=1}^{5} a_i e_i \) is an invariant projective vector field, then according to (2.3) we can write,

\[
(\mathcal{L}_X \nabla)(e_i, e_j) = (a_1 \lambda \Gamma_{ij}^2 - a_2 \mu \Gamma_{ij}^2 + a_3 \lambda \Gamma_{ij}^2 - a_4 \mu \Gamma_{ij}^3) e_5.
\]

The formulas (2.4) show that

\[
(\mathcal{L}_X \nabla)(e_1, e_4) = -a_1 \frac{\lambda^2}{2} e_4, \quad (\mathcal{L}_X \nabla)(e_1, e_5) = -a_1 \frac{\mu^2}{2} e_5,
\]

\[
(\mathcal{L}_X \nabla)(e_2, e_4) = -a_2 \frac{\lambda^2}{2} e_4 - a_3 \frac{\mu \lambda}{2} e_5,
\]

\[
(\mathcal{L}_X \nabla)(e_3, e_5) = -a_2 \frac{\mu \lambda}{2} e_4 - a_3 \frac{\mu^2}{2} e_5.
\]

So, \( f \in \mathfrak{n}^* \) must satisfy

\[
f(e_1) = -a_1 \frac{\lambda^2}{2}, \quad f(e_4) = 0,
\]

\[
f(e_2) = -a_2 \frac{\lambda^2}{2}, \quad a_3 = 0,
\]
\[ f(e_3) = -a_3 \frac{\mu^2}{2}, \quad a_2 = 0, \]
\[ f(e_1) = -a_1 \frac{\mu^2}{2}, \quad f(e_5) = 0. \]

But, we also have
\[ 0 = (L_X \nabla)(e_1, e_3) = f(e_1)e_3 + f(e_3)e_1. \]

Because \( e_i \)s are independent, therefore we have \( a_1 = a_2 = a_3 = 0 \) and \( f \) is identically zero.

**Case 3:** By considering \( X = \sum_{i=1}^5 a_i e_i \) as a left-invariant projective vector field, then according to (2.5) we have,
\[ (L_X \nabla)(e_i, e_j) = (a_1 \Gamma^0_{ij} - a_2 \Gamma^1_{ij})e_3. \]

The formulas (2.6) show that
\[ (L_X \nabla)(e_1, e_3) = -a_1 \frac{\lambda^2}{2} e_3, \quad (L_X \nabla)(e_1, e_4) = 0, \]
\[ (L_X \nabla)(e_2, e_3) = -a_2 \frac{\mu^2}{2} e_3, \quad (L_X \nabla)(e_3, e_5) = 0. \]

So, \( f \in \mathfrak{n}^* \) must satisfy
\[ f(e_1) = -a_1 \frac{\lambda^2}{2}, \quad f(e_3) = 0, \]
\[ f(e_4) = 0, \quad f(e_5) = 0. \]

But, we also have
\[ 0 = (L_X \nabla)(e_2, e_4) = f(e_2)e_4 + f(e_4)e_2. \]

Because \( e_i \)s are independent, therefore we have \( a_1 = a_2 = 0 \) and \( f \) is identically zero.

By above computations the converse is clear. \( \Box \)

The following Lemma gives an alternative proof for the above theorem.

**Lemma 4.3.** Every invariant vector filed \( X \) on \( N \) is divergence free.

**Proof.** Let \( X = \sum_{i=1}^n a_i e_i \) be an arbitrary left-invariant vector field on \( N \), then \( \text{div}(X) \) is computed as follows,
\[ \text{div}(X) = \sum_{i=1}^n \langle \nabla_{e_i} X, e_i \rangle. \]

In all cases where the dimension of center is 1, 2 or 3, the formulas (2.2), (2.4) and (2.6) show that the right hand side of the above formula is identically zero. \( \Box \)
Alternative Proof of Theorem 4.3: In [7], it is shown that if $X$ be a projective vector field on a Riemannian manifold $M^n$, then the 1-form $\alpha$, specified in Proposition (3.13) and $X$ are related by $d(\text{div}(X)) = (n + 1)\alpha$. Since, every invariant vector field $X$ on $N$ is divergence free, then we can easily deduce that $f$ is identically zero, as we required.

As mentioned before, a vector field $X$ on a Riemannian manifold $(M, g)$ is conformal if and only if $L_X g = \frac{2}{n} \text{div}(X) g$. Hence, in the ray of Lemma (4.3) we have the following theorem.

**Theorem 4.4.** Every left-invariant conformal vector field on $N$ is a Killing field.

The above theorem indicates that the subspace of Killing fields is equal to the space of conformal vector fields in two-step homogeneous nilmanifolds of dimension 5. In the next theorem we investigate on Killing fields in these spaces. Straightforward computations show that a left-invariant vector field $X \in n$ is Killing if and only if

$$\langle \nabla e_i X, e_j \rangle + \langle e_i, \nabla e_j X \rangle = \sum_{k=1}^{n} a_k (\Gamma^j_{ik} + \Gamma^i_{jk}).$$

(4.1)

**Theorem 4.5.** The Lie algebra of all left-invariant Killing vector fields of $N$ is four-dimensional.

**Proof.** Suppose that $\{e_i\}_{i=1}^{5}$ is an orthonormal basis of $n$ and $X = \sum_{k=1}^{5} a_k e_k$ is a left-invariant Killing field on $N$. We prove the theorem in separately the cases where the dimension of center is 1, 2 or 3.

**Case 1:** In this case, by (2.2) we have

$$0 = \sum_{k=1}^{n} a_k (\Gamma^j_{ik} + \Gamma^i_{jk}) = \lambda (a_2 - a_1) + \mu (a_4 - a_3).$$

According to above equality, we have three degrees of freedom in choosing $\{a_i\}_{i=1}^{4}$ and $a_5$ could be choose arbitrarily.

**Case 2:** In this case, the formulas (2.4) show that

$$0 = \sum_{k=1}^{n} a_k (\Gamma^j_{ik} + \Gamma^i_{jk}) = \lambda (a_2 - a_1) + \mu (a_3 - a_1).$$

Hence, we have two degrees of freedom in choosing $\{a_i\}_{i=1}^{3}$. Also, $a_4$ and $a_5$ could be choose arbitrarily.

**Case 3:** In the case, according to (2.6) we have the following equality

$$0 = \sum_{k=1}^{n} a_k (\Gamma^j_{ik} + \Gamma^i_{jk}) = \lambda (a_2 - a_1).$$

So, $a_1 = a_2$ and other coefficients could be choose arbitrarily. □
Now, we want to examine harmonic vector fields on $N$.

**Theorem 4.6.** Denote by $\mathfrak{h}$ the center of $\mathfrak{n}$. A left-invariant vector field $X \in \mathfrak{n}$ is harmonic if and only if
a) $X \in \mathfrak{h}^\perp$, in the cases where dimension of $\mathfrak{h}$ is 1 or 2.
b) $\langle X, e_3 \rangle = 0$, in the case where dimension of $\mathfrak{h}$ is 3.

**Proof.** Let $X = \sum_{i=1}^{5} a_i e_i$ be an arbitrary left-invariant vector field on $(N, g)$ which is harmonic with respect to the Levi-Civita connection of $N$. As mentioned before $\text{div}(X) = 0$, so we have

$$\delta(X^\flat) = -\text{div}(X^\flat) = -\text{div}(X) = 0.$$  

Hence, a left-invariant vector field $X = \sum_{i=1}^{n} a_i e_i$ is harmonic if and only if $(\delta \circ d)(X^\flat) = 0$. An easy computation shows that

$$\delta(dX^\flat)(e_j) = -\sum_{i,k}^5 (\Gamma^k_{ij}(X, [e_i, e_j]) + \Gamma^k_{ij}(X, [e_i, e_k])).$$

**Case 1:** In this case, the only non-zero component of $\delta(dX^\flat)$ is given by

$$\delta(dX^\flat)(e_5) = a_5 \frac{\lambda^2}{2} + \frac{\mu^2}{2}.$$  

So, $X$ is harmonic if and only if $X \in \mathfrak{h}^\perp$.

**Case 2:** In this case, we get

$$\delta(dX^\flat)(e_4) = -a_4 \lambda^2, \quad \delta(dX^\flat)(e_5) = a_5 \mu^2,$$

and the other coefficients are zero. We must have $a_4 = a_5 = 0$.

**Case 3:** In this case, it can be seen that

$$\delta(dX^\flat)(e_3) = a_3 \lambda^2,$$

and the other coefficients are zero. So, $X$ is harmonic if and only if $a_3 = 0$. □

5. Conclusions

Geometric vector fields on a Riemannian manifold carry important geometric properties and also, they are related with the curvature of the underlying manifold. In this paper, we examined such vector fields on 2-step nilmanifolds of dimension 5. We focused on geometric vector fields which are left-invariant. Also, we considered invariant Riemannian metrics on such manifolds. Existence of these vector fields in semi-Riemannian case and in special on Lorentzian 2-step nilmanifolds could be the topic of another paper.
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